
Machine Learning 
Inference in PHP by 
example
Leverage ONNX and 
Transformers on Symfony



Who is familiar with 
Transformers?



What is a 
Transformer?

■ A neural network architecture that 
revolutionized NLP and beyond

■ Introduced in 2017 paper "Attention is 
All You Need"

■ Powers models like GPT, BERT, and T5



Key innovation: 
processes all input 
at once instead of 
sequentially

■ Encoder-decoder structure

■ Self-attention layers

■ Feed-forward neural networks

■ Position embeddings





Before

Sequential processing (RNNs, 
LSTMs)

Limited context window
Slow training and inference

After

Parallel processing & lowering cost 
of training & inference

Extended context understanding
Faster training and inference

Better at capturing relationships
Reduced resources usage

2017



Demo:

Text: Symfony is a great framework for developing 
[MASK] applications.

Learn more:

https://cdn.cs50.net/ai/2023/x/lectures/6/lecture6.pdf



Let’s implement 3 use-cases
in PHP





Text 
Classification





Demo

php bin/console app:score B07VGRJDFY



Image 
Classification





Demo

https://vienna.moigneu.net/hotdog

https://vienna.moigneu.net/hotdog


LLM 
generation





Demo

https://vienna.moigneu.net/question

https://vienna.moigneu.net/question


Time to explain the magic.Time to explain the magic.



PHP FFI
Foreign Function Interface

FFI extension allows PHP code to directly 
call functions and manipulate data from C 
libraries without writing additional C code 
or PHP extensions. 



Open Neural Network Exchange
ONNX for short

ONNX (Open Neural Network Exchange) is 
an open standard format that allows AI 
models to be shared between different 
machine learning frameworks like 
PyTorch, TensorFlow, and many others.



Transformers
and pipelines

Provided by the TransformersPHP 
package. 

Courtesy of Kyrian Obikwelu

And 7 contributors

Supported pipelines

https://codewithkyrian.github.io/transformers-php/pipelines


Models
Infinite possibilities

■ Hundreds of models readily 
available on 🤗.

■ Convert any model to ONNX with:
+ Python
+ Notebook

https://github.com/huggingface/transformers.js/blob/main/scripts/convert.py
https://github.com/CodeWithKyrian/transformers-php/blob/main/scripts/convert_upload_hf.ipynb


SmolLM
Promising efficient LLM model

■ Provided by the HF team
■ 538Mb only
■ Great alternative to fully fledged 

models
■ Can even run on the browser



Biggest limitation right now:
No GPU support. Yet.



My recommendation

While this is great for small tasks 
(classification, image tagging, etc.), any 
LLM work should be delegated to GPU 
based infrastructure.



Your LLM 
options for 
now

Use a SaaS service: OpenAI, Claude API, etc.
Or use HF Inference endpoints to deploy the 
model of your choice

And query that API endpoint from your app.

Or “Build your own”, at your own risk!



Thank you.
Guillaume Moigneu
VP, Advocacy @ Upsun
guillaume@platform.sh
guillaume.id


